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ABSTRACT

This paper describes an Active Vision System whose design assumes a distinction between fast or readive and slow or
badground processes. Fast processes nedal to operate in cycles with criticd timeouts that may affed system stability. While
slow processes, though necessary, do not compromise system stability if its execution is delayed. Based on this smple
taxonomy, a antrol architecture has been proposed and a prototype implemented that is able to trad people in red-time
with arobatic head whil e trying to identify the target. In this system, the tracking module is considered as the readive part
of the system while person identification is considered a badground task. This demonstrator has been developed using a
new generation DSP (TM S320C80) as a spedalized coprocesor to ded with fast processs, and a mmmercial robaic heal
with a dedicated DSP-based motor controll er. These subsystems are hosted by a standard Pentium-Pro PC runring Windows
NT where dow processes are executed. The flexibility achieved in the design phase ad the preliminary results obtained so
far seem to validate the gproach foll owed to integrate time-critica and slow tasks on a heterogeneous hardware platform.

Keywords. adive vison, movement detedion, tracking, movement estimation, applicaions of image processng to
robaics.

1. INTRODUCTION

Active Vision Systems can be considered as dynamicd systems that control camera parameters, motion and processng to
simplify, accéerate axd perform robust artificial visual perception. These posshilities of adaptation are offered by
mechanicd devices such as robaic heads and motorized lens. Thus, Active Vision makes use of visual information to
integrate an artificial system with the environment’, recéving sensorial feedbadk.

Reseach and Development in Active Vision Systems® * % is a main area of interest in Computer Vision. Mainly by its
potential applicaion in different scenarios where red-time performance is nealed such as roba navigation, surveill ance,
visual inspedion, among many others. Several systems have been developed during last yeas using robaic-heads for this
purpose. These systems and their adaptation capabiliti es offer a way to facethose problems that were not solved adequately
with previous £hemasin Artificial Vision.

Red-time Computer Vision applicaions have abattlened in the computation of massive anount of input data with image
processng procedures in a reduced and fixed amount of time. This restriction imposes ®vere wnstraints on the structure of
such a system. There ae some known solutions to apply to this problem. First, custom hardware developments have been a
common resort to increase the procesgng capabiliti es of this kind of systems. These solutions have ranged from the design
of spedalized circuits and baards to the utili zation of transputers or Digital Signal Procesors (DSPs) networks, commonly,
using VME bus to interconned the system. However, these systems tend to be very expensive, hard to adapt to new tasks,
spedally those using custom hardware, and not based on mainstream cost-eff edive technology™ . Second, data filtering can
be used to reduce the amount of data to process as biologicd systems which have developed foveaed visual systems.
Finally, it is normally necessary to adapt the intended processng architedure to the avail able hardware in order to fully
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exploit the cgabiliti es of the design. This has normally resulted in complex systems that are hard to adapt to new contexts
and expensive to maintain or improve.

This work describes an experimental adive vision system cgpable of performing readive or fast as well as non-readive or
slow processs. Readive processs take cae of system aspeds that are aiticd for its gability. On the other hand, slow
processs are not criticd, as their results, while necessary, do not thread the stability of the system. These ae high level
tasks or capabiliti es that are based on low level processes. The system manages the interadion among processes with
different latencies using a multithreaded software achitecture that eases the modificaion of the processarchitedure of the
system while dlowing for spedali zed hardware subsystems within the system.

The organization of this paper is as follows. Next sedion describes the main ideas that have oriented the design of the
system. Third sedion describes a prototype that performs red-time tracking of a person while is able to apply a face
recognition method to the target asynchronously. The last sedions are devoted respedively to present some experimental
results and the @nclusions.

2. CONCEPTUAL DESIGN

When a biologicd organism, cgpable of visual perception, is gudied the first and perhaps the most amazng observation is
the huge variety of adivities in which the visual system may be engaged and the flexibility the system shows to ded with
these adivities. The visua system is a basic resort to guaranteethe integrity of the organism so that it must be readive upon
the reception of visual signal that could evidence some sort of dangerous stuation. Meanwhile the living being may be
involved in a variety of tasks demanding much more dtention, care and posshly processng time. Obviously, both types of
“visual processs’ are necessary for the survival of the organism.

If this $mple observation is considered in the design of an adive vision system, the basic problem is how to integrate fast or
readive proceses devoted to low level computations with slow or badground processes, whose operation is normally
based on the results achieved by the low level processes. Attending to simple tasks, it is noticed that the system nust be le
to read to fast changes or sudden eventsin the environment so that the operation of certain processes must be guaranteed in
a aiticd amount of time. On the other hand, it is obvious that certain visual tasks do not demand to be procesed in a
readive fashion, even though their operation may be based on results issued by low-level tasks. For example when
approaching to a person that is greding us, we will probably begin to track his or her head, meanwhil e trying to recognize
that person. As the person may be looking sideways or simply may not be dose ewough, it is critical for recognition to
pursue his movements “attentively” until a dea view of the face has been obtained. In this casg, it is clea that the
reaognition processdoes not neal to be & fast as the tradking task and it may operate on an oppatunistic manner over front
and close enough views of the person's face

The system presented in this paper is based on a software achitedure that is based on two kinds of processs:

e Time-criticd or readive processes, normally involving some type of low level processng.
* Processsthat need agreaer latency for its execution and are not criticd for the system’s stability so that they may run
with lower priorities.

To be useful, avisual system must not only read to its visual environment but it must also provide basic visua cgpabiliti es
to arient the visual adivity of the system, i. e., it must be purposive. The aove distinction is not new and in the last yeas,
some proposals have been presented for the design of robatic architeduresin an effort to combine two previous proposals™®
1 behavioral architectures? and centralized architectures*®. The resulting combined schema for controlling robdtic systems
can be resumed in a hierarchy of threelevels'® ' 1* 1316 symbolic/high level/deli berative, readive and servo level.
According to these propacsals Artificial Visual Systems may be built based on certain simple processs that are necessary for
higher level tasks. These simple processes are neaded in red-time so that the system could adapt itself to the environment.
In the following subsedions, some mnsiderations are expressed about these different tasks, and a sample processis sleded
for testing the designin an experimental system based on the hardware exposed in the next sedion.

Modularity and flexibility™* have been major design gpals of the system. The system should allow incorporating rew
cgpabiliti es, tasks or modules without affeding or compromising previous visual cgpabiliti es. To adhieve this, each module
must have its own incoming and outgoing signa/data and communicaion channels perfedly defined. Thus, system
extensions would affed only to those modules that interad with the new one but would not modify the cmmunicaion
interface For this purpose, the system control is designed based on a Discrete Events Model ™.



2.1 Fast tasks

A red-time vision system should processat least 25 frames per second. As it was introduced, readive tasks are under this
restriction. An example of this stuation could be the movement of an element in a static scenario. This kind of systems” 1
offer, as one of their basic cgahiliti es, to be ale to perform tradking of the moving element. Tradking procedure neels as
input data not only the aurrent image aquired but also an objed to follow. Thus, the whole procedure can be described in
two steps:

e Movement Detection

* Objed Tracking

A tracking definition can be: “ Tracking is a basic processin visua systems whose god is to keg an objed of interest
located and fixated, pursuing it when the objed is moving in the field of view”8, In addition to this definition, it is also
desirable that tracking keeps the objed of interest centered in the image. This process has been labeled as basic, it means
that this process does not manage situations such as ocdusions or very fast movements. Higher level processes must take
care of those cases.

A relevant asped in any red-time tracking visua system is the amount of data the system is able to processin a bounded
time. This system has as input data the objed to follow and the current image. It can facethe problem processng the whole
image or filtering input data and processng only a windowed areaof the image. This areais commonly known as foved" *°.
The system must processa catain number of frames per seaond due to the temporal restriction. Depending on the avail able
hardware the valid range for window size can vary itsvalue.

After this brief description of the process the requirements for the processcan be established. There ae two main desirable
behaviorsin a basic tracking module of avisual system:

e First, moving the amera pursuing the objed and maintaining it centered in the fovea The system has to be &le to
move physicdly the perception hardware.

e Seoond, deteding when the objed has been logt. It is important to notice as on as possble when the objed has been
lost to avoid foll owing erroneous objeds.

Up to this paint a basic readive task such as tracking has been described. This task would be aloped for the system
prototype, but before it is necessary a brief description of tradking proposals alrealy presented in the literature. Three main
techniques have been developed to perform tracing®:

e Filter-and-follow methods snd the image through a previous filter, which gves as result only highlighted areas in the
image where the objed of interest is. To do this, it is necessary the objed to be distinctive enough to oktain good
results. Unfortunately, thisis not common in the mgjority of the objeds in the red world®® 2% 2%,

e Locd area orrelation methods perform a arrelation over the image; this method dfers a maximum value where the
image is more similar to the seached pattern® 2%,

«  Feaure orrelation methods look for objed’s feaures and then try to identify those feaures in foll owing images™.

Among these techniques, the second solution has been seleded. Before atempting the implementation of this readive task
in the experimental system, a slow processwill be described.



2.2 Slow tasks

The aility of pursuing focus of attention points is a necessary capability in biologicd and artificial visual systems to cope
with the mmplexity of many visual tasks. Trading information may be used not only for self-locdizaion and navigation,
but also to provide other higher level tasks with filtered data. Within the mntext of this work, stabili zed images of the target
being pursued are the input data for a set of processes dedicated to the recognition of individuals in an indoar environment.
Due to the charaderistics of the ewironment, these processs are treaed as non time-criticd and operate in an oppatunistic
manner over the data obtained by the tracking. Here the term oppatunistic is to be understood in the sense that the
provided images are filtered to discard those that do not correspond to afrontal or close enough view of aface

People locdizaion and identification/recognition is a very adive line of research within the Computer Vision and Pattern
Reoognition communities and it cannot be cnsidered as a solved problem. To the scope of the prototype system described
in this paper several problems need to be addressed. In afirst stage, it is necessary to gather evidence that the target being
tradked correspond may to a moving person. Then the head should be locdized and its facerecognized. In this prototype the
problem has been somehow simplified as it is assumed that moving targets always correspond with people. Since the
individual may appea with a pose unsuitable to attempt to recognize his or her face it is necessary to discard these viewsto
minimize the possibili ty of false identifications. Thus, before proceealing the system should determine if the person being
tracked shows a bad, lateral or frontal view. It should be noticed however, that this prefiltering stage is highly valuable for
the overall performance of the system to be &le to confirm that the focus of attention being tracked corresponds to a head,
even though it is not afrontal view of the face This type of high level feedbadk is used by the tracking module to insist in
pursuing the adive focus of attention or to leave it. Thus people identification is accomplished by means of two sequential
steps: Head Locdion and FaceReaognition.

Heal location is an important step in the processas it alows avoiding trying to recmgnize something that indeed is not a
face In ?® aperson islocaed using a mlor segmentation algorithm, the systems expeds a person weaing a solid color shirt,
so the person locdization is reduced to a seacch for this color in the image. Then the roba approadcies the person until it
arrives to a known dstance of the subjed. Using the suppasition of a head locaed above the shirt, that areain the image is
thresholded and a template determines if the view is frontal or not. This method operates always with the same template
size what is accetable & the roba can control its approach and measure its distance to the person, so that the head
maintains a sizerange.

Oncethe heal is located, and a frontal or almost frontal view of the faceis captured, a FaceReaoognition procedure is run.
This procedure requires an off-line training stage that utilizes a set of labeled faceimages as a training set. After training the
method permits the recognition o new faces taken among the same people. In ?” a survey of these techniques resumes
different proposals for performing the dassification of aviewed face

¢ A K-neaest neighbor classfier can be defined in the image space

¢ Reducing the problem dimension based on the extradion of some feaures, i.e using principal components as in the
Eigenfaces™ technique or linealy projeding onto a new representation basis as is done with the Fisherfaces® method

«  Using reural networks %,

For the purpase of this paper, the Fisherfaces method was sleded as it offered some immunity against illumination
conditions if compared to the Eigenfaces approach.

It should be noticed that the work has been based on the structure of the system more than in the excdlence of eath
individual method. The modularity of the system all ows exchanging a module completely to add a new improved module or
even more, a new cooperative module.



3. IMPLEMENTATION
3.1 Hardware

The main feaure of this system is the design of an architedure based on the interadion of several hardware dements to
compose a full-fledged perception-adion system. The adive vision system presented has been developed using
heterogeneous components as below figure depicts. TMS320C80 DSP for heavy image processng and a stereoscopic
robatic-heal as adive dement are the most remarkable hardware cmponents of the system. A PC running Windows NT
4.0 interconneds all these dements.

BINOCULAR HEAD The perception subsystem is based on a TMS320C80
development board® to perform image aquisition and tracking
of the target. There is a wide range of hardware solutions to
perform tracking from expensive custom VLS| design, receit
FPGAs, through those traditionally based on DSPs or transputers,
up to economic general-purpose procesors. DSPs and transputers
has been chosen for most experimental adive head-eye systems
due to the ratio processng-power/cost offered. The launch of
TMS320C80 with its architecture and cgpabilities for image
processng offers a new paoint of view for this kind of systems.
C80 is adualy composed by five proceswors, four parallé
procesors (PPs), which are adually designed to perform image
processng and a master procesor (MP) dedicaed to
management and control tasks.

- e The adion subsyster_n isa commercial motorized robqic hea. It

. oS CONTROLLER offers four mechanicd degrees of freedom: pan, tilt and two
vergences, plus other six opticd degrees: iris, zoom and focus for

B ! A SABUS both lenses. All of these degrees are ntrolled via acommercial
controller board. This board provides cgpabiliti es for reading

PCIBUS roba position and commanding rew poses or lens configuration.

Current position of the robaic heal is a aitic feaure of the

system in order to relate robat pose and image processng results.
Synchronization is necessry between pose data ad images to
avoid unexpeded behavior of the system. As a reminder, the system should be ale to adapt any of the head degrees of
freedom to correspond with processed results. This task that can be labeled as adion task is basicdly the trandation of
results coming from the perception subsystem into movements of the head. Both subsystems, perception and adion, need a
layer to communicae eab other. A PC with a Pentium procesor that hosts subsystems caries out the control of the
operation cycle. Different problems have to be solved by this processor to coordinate the perception and the adion
subsystems.

WINDOWS NT 4.0

Some hardware feaures force the distribution of the processes; for example, heavy image processng is assigned to the most
powerful hardware available, which is DSP C80. A PC running Windows NT is in charge of sending commands to the
robatic head and badground tasks, which are not criticd in this prototype.

3.2 Modules

The prototype is made up of four main software modules. Each of these modues performs a @ncrete task and makes use of
the communication layer provided by the PC to interconnect ead other. In the following, a brief description presents main
aspeds of their functionality and implementation.



1. Detedor:

The objedive of this module is the detedion of moving areas and the definition of attention zones. In the first
prototype it was suppased only one objed is attended, so the system can be deteding or tradking but not both
operations smultaneously. Future developments plan to manage amulti focus of attention behavior.

Movement detedion is achieved from opticd flow computation using an approach® that estimates the optica flow in
the center of variable redangular patches. The resulting opticd flow approximation provides a good estimation for
deteding “moving areas’. The system seleds the largest or fastest moving areato fixate onit. A small window focused
on the center of gravity of the seleded patch is used to oktain a primary pattern for tracking. The variable size of the
patches all ows for seleding the resolution of the optica flow returned.

Once the module has deteded a movement, the robatic head centers that area executing a saccalic movement. Then,
this module issues a position, an image and velocity estimation to the tradker module.

2. Tradker:

Once amoving objed has been deteded, based on current image and the fixed pattern provided by the detedor, this
module is resporsible of:

e Seachingthe objed on the image.
e Estimating the target’s trgjedory.
e Commanding in consequencethe mechanicad elements of the system.

Considering the implementation of the trading algorithm more in detail, two major tasks are distinguished: correlation
and target's trgjedory estimation. The @rrelation algorithm seaches a previously chosen pattern only on a redangular
foved ared *° of the image. Correlation is a fast and simple technique whose performance ca be improved using
pattern ypdating palicies in order to ded with variations in the gpeaance of the target. Basicdly, the tracker keeps a
colledion of the most stable views of the target that is updated using an error measure between the different patternsin
the mlledion and the best match areawith the adive pattern. This technique is described in detail in .

In order to optimize the utilization of the image processng resources present in the C80 architedure it has been
designed a parall el correlation algorithm® that divides in a spedal way the rows of the foveaby the number of PPs ©
that eath PPis equally loaded. Using this approach al PPs work with exactly the same amount of data located in their
cade memory and without idle times. The partial results issued by ead PPare integrated by the MP RISC processor.
Correlation results, best match paosition and correlation index, provide enough information to dedde what the new
position of the objed is or aternatively if the objed has been lost. This information is transferred to the PC to
command the robaic head.

A foved image can be used to adequate the processng load to the computational power of the system. Commonly the
foveais locaed in the center of the image but in our case arelocaable foveahas been considered. This configuration
all ows the foveato be placed anywhere in the image **. The relocatable foveaindeed reduces the resporse time of the
pursuing mechanism to the visual processng latencies, instead of the larger mechanicd latencies.

Trajedory estimation is necessary for pursuing an objed, this technique dlows the system moving in advance, i.e.,
anticipating objed movement. For this purpose, an apha-beta filter which is an adaptation of a second order Kalman
filter® is used. This filter makes use of the previous position, velocity and accéeration datato predict the trjedory of
the objed in short term. Once the new position of the target is computed, the hea tries to focus the target on the
center of the field of view.



3. ldentifier:

Asynchronously the tradking module makes avail able to the identifier module a catral patch in the last processed
image. The tracker module will keep its focus of attention on the upper part of the person, which is assumed hig/her
head. Thanks to the tracking module, there is no need of segmenting the moving person on the sequence?”.

Theidentifier module adsin threestepsin a cacade recognition fashion:

i. Firgt, the head zoneislocaed. Knowledge of the environment has been used to simplify this task assuming that
the head areais always darker than the badground. Thus a simple threshold can be gplied to the image to get
those points that are suppaosed to correspond to the head of the subjed. Once the heal is locaed the window
containing the face one is resized® to the dimensions used during the leaning stage.

ii. After the head has been located, the Fisherfaces recognition method is applied to discriminate among frontal,
badc and lateral views of the head. Only frontal views are cnsidered for facereaognition. Classficaion has
been based on aleaning set compaosed of positive samples of frontal views and negative ones constituted by
lateral and badk views of the head, and heal counterexamples obtained from the visual environment of the
system.

iii. Face recognition is performed using the Fisherfaces reaogrition method over the extraded face In # a
comparison between two reduced spacemethods: eigenfaces and fisherfacesis presented. Fisherfaces offers the
best performance when highillumination varianceis typicd in the system, asin this case where person location
is not constant, i. e., the person can be in movement so light conditions may vary.

Whenever the first test returns that current view is a frontal view, a second Fisherfaces classificdion procedure is
applied to determine the identity of the individual. In order to achieve arobust classification a double scheme has been
implemented. The first is based on a voting scheme using K nearest neighbor classficaion (K=3). Secondly, temporal
congruency is required in order to avoid pasitive identificaion with just one sample. Thus the system must confirm a
paositive identification for a given time interval.

4. Supervisor:

This module is resporsible of the mordination of the modues. By definition, the system works asynchronoudly; and
due to that, this module has to be in charge of synchronizing all the events and signals generated inside the system to
resolve @nflictsand define objedives. It should be noticed that not al the modules have the same reguirements, so the
supervisor module imposes a communication structure for an easy addition of new modules to the system. By one
hand, focusing on readive tasks, the moment of aaquisition of an image and the pose of the robdic head have to be put
in correspondence. On the other hand, it must control which image fragment is being processed by a badkground task
in order to know who was, and when.

An architecture that lets to implement an asynchronously complex system compaosed of different tasks has been
developed to cover these supervisor requirements. The proposed software achitecture dlows mapping the anceptual
design of task and signals into a working implementation. The achitecdure maps tasks to threads and messages or
events between tasks to a particular redefinition of signds. Each signal transports data and ead thread can recdve and
send signals. The achitedure adgns a multiple buffer of input signals to ead thread and permits to link ead input
signal and its data with a spedfic behavior or process



4. EXPERIMENTS

The described experimental system has been tested with red world images. In a first stage, the tradking system was tested
following people walking at different speals, once the person was deteded after entering in the field of view. Current
implementation of opticd flow calculus takes 90 milli seconds over 176x120 images on a Pentium Pro 200Mhz. This
prototype is able to perform a correlation on an image eah 31 milli seconds. This result is obtained splitting the C80 ALU
and searching a 24x24 pettern on a 80x80 foveausing gay levels. This resporse time provides C80 with an extratime up to
40 milliseconds (25 frames per second) to perform other image processng operations.

Oncethe red-time tradking processshowed an expeded performance, it was added to the prototype the recognition module.
Its integration did not affed the tradking performance a those tasks reside in different hardware. Identification results are
not relevant because of the restricted learning set used: a set of 20 views for 4 different people.

The dm of these previous experiments was to prove that the underlying design supparted a visual system that offers an
asynchronous gructure for executing different prioriti es processs.

R S W s Y =

Images 1 and 2 show two conseautive frames. On 3it is shown the deteded moving areas obtained from opticd
flow computed using images 1 and 2 Finally number 4 presents the first foveaselected (big thick square) and the
initial pattern (small thin square) seleaed for correlation.
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In this figure some frames of atracking example ae presented. Top left image crresponds to first moment. The
system is able to pursue the person even when heis rotating over his vertical axis. The foveais drawn as a black
frame. After atarget movement the foveamoves on the image until the mechanicd system can update and center
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5. CONCLUSIONS

It has been designed, developed and tested a prototype of avision system for red-time detedion, tracking and identification
of people. The main aim that has guided the design of this adive vision system has been to achieve afirst prototype where
fast or readive processes could interplay with slow processes in order to define the visual capabiliti es of the system.
Coordination between both types of processes has been formulated in such a way that does not compromise the readivity of
the system to its environment.

The level of performance atieved has been possble through a suitable combination of cgpable hardware and a modular
software achitecture. The singular pieces in the utili zed hardware involve a ommercia robatic head and an advanced DSP
targeted for image processng applicaions, installed on a standard PC under Windows NT. The software achitecure of the
system has exploited a modular approach that has proved valuable to attain a flexible and easy-to-modify system. All
modules in the system share a ®mmon objed structure and communicate ead other using a scheme based on discrete
events.
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